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The decomposition of three-dimensional (3-D) objects into shape primitives consisting of geometric
volumes is a key proposal of some theories of object recognition. It implicitly assumes that recognition
involves volumetric completion—the derivation of a three-dimensional structure that comprises inferred
shape properties, such as surfaces, that are not directly visible due to self-occlusion. The goal of this study
was to test this claim. In Experiment 1 participants memorized novel objects and then discriminated these
from previously unseen objects. Targets were preceded by primes containing a subset of object surfaces
that either matched those visible in the whole objects or that could only be inferred through volumetric
completion. The results showed performance benefits through priming from visible surfaces but not from
inferred surfaces. In Experiment 2, we found equivalent priming for part-primes containing two visible
surfaces from the same volumetric part and for primes containing one surface from each of two
volumes. These results challenge the view that 3-D object recognition is mediated by shape primitives
comprising geometric volumes. Instead, the results support an alternative model that proposes that
3-D shapes are represented as a non-volumetric surface-based structural description.
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Understanding the representation of three-dimen-
sional (3-D) objects is fundamental to theories of
vision (e.g., Biederman, 1987; Bülthoff &

Edelman, 1992; Edelman, 1999; Hummel, 2001;
Hummel & Biederman, 1992; Leek, Reppa, &
Arguin, 2005; Marr & Nishihara, 1978;
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Riesenhuber & Poggio, 1999; Vetter, Hurlbert, &
Poggio, 1995). One unresolved issue concerns
the shape primitives that are used to construct
high-level object descriptions for recognition.
According to some hypotheses volumetric parts
play a key role in the representation of certain
classes of objects, such as 3-D solid forms
(e.g., Barr, 1981; Bergevin & Levine, 1993;
Biederman, 1987; Brooks, 1981; Guzman,
1968; Hummel, 2001; Marr & Nishihara, 1978;
Zerroug & Nevatia, 1999). This class of primitive
includes generalized cylinders (e.g., Brooks, 1981;
Marr & Nishihara, 1978), geons (Biederman,
1987), and superquadrics (Barr, 1981). Among
the different volumetric models that have been
described in human and computer vision some
assume that these primitives consist of 3-D geo-
metric volumes (Barr, 1981; Bergevin & Levine,
1993; Guzman, 1968; Marr & Nishihara, 1978;
Zerroug & Nevatia, 1999), while others have pro-
posed the use of symbolic propositional primitives
that comprise a combination of elemental shape
attributes such as nonaccidental properties
(NAPs) of axis curvature, edge parallelism, and
cross-sectional symmetry (e.g., Biederman, 1987;
Hummel & Biederman, 1992).

Distinct from these accounts are models that
propose only the use of nonvolumetric primitives,
such as 2-D edge-based image descriptors or sur-
faces (e.g., Fan, Medioni, & Nevatia, 1989;
Faugeras, 1984; Hoffman & Richards, 1984;
Leek et al., 2005; Lowe, 2003). Given the import-
ant role played by volumetric primitives (as a
general category of shape primitive) in some
models, there is surprisingly little empirical
support for their use in human vision (e.g.,
Biederman, 1987; Biederman & Cooper, 1991).
Furthermore, some recent evidence casts doubt
on whether the previously observed effects truly
reflect volumetric image decomposition.

Leek et al. (2005), using a whole–part match-
ing paradigm, found that latencies to match
object parts to edge-based novel objects were
equivalent for part stimuli consisting of complete
volumetric parts and part stimuli containing the
same number of spatially adjacent surfaces but in
a nonvolumetric configuration. These findings

challenge volumetric models that predict an
advantage in matching volumetrically segmented
components. Instead, we proposed a surface-
based structural description model in which 3-D
solid objects are represented by 2-D bounded
polygonal elements that are used to approximate
object surfaces. The spatial configuration of
visible surface elements is encoded by local pair-
wise relations within a surface configuration
map. Of particular significance here is that the
representations do not contain volumetric primi-
tives, and the perception of object shape does not
involve volumetric part segmentation.

One implicit—and hitherto untested—
assumption of volumetric models that specifically
propose 3-D geometric volumes (Barr, 1981;
Bergevin & Levine, 1993; Guzman, 1968; Marr
& Nishihara, 1978; Zerroug & Nevatia, 1999) is
that recognition involves volumetric completion.
This is illustrated in Figure 1a. The novel object
shown could be decomposed, in principle, into
two geometric volumes at regions of pairwise
concave minima of curvature (e.g., Hoffman &
Richards, 1984). Such decomposition involves
the approximation of volumetric parts that
results in the explicit representation of occluded
3-D image structure. This includes information
about the previously occluded or “hidden” surface
at the intersection of the two volumetric parts, as
well as information about the surfaces on the
occluded sides of the object. We refer to the
former as occluded intersecting surfaces.

The explicit representation of occluded inter-
secting surface structure follows from the use of
geometric volumes as primitives in shape represen-
tation and is a point of departure from other
models, for example, that propose only the use of
nonvolumetric primitives (e.g., Leek et al.,
2005). The aim of the current study is to evaluate
the role of such occluded volumetric structure in
recognition in order to contrast predictions made
by accounts that posit geometric 3-D volumes
(e.g., Barr, 1981; Bergevin & Levine, 1993;
Guzman, 1968; Marr & Nishihara, 1978;
Zerroug & Nevatia, 1999) versus one model that
does not—the surface-based representations
model (Leek et al., 2005).
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EXPERIMENT 1

In Experiment 1, participants memorized the
shapes of novel 3-D solid objects each containing
two putative volumetric parts and then discrimi-
nated these targets from previously unseen
objects. Whole objects were preceded by part
primes containing a subset of object surfaces.
There were two basic prime conditions—see
Figure 1b. Visible-surface primes contained only

conjunctions of surfaces that were directly visible
in the whole object. Occluded-surface primes
also contained an occluded intersecting surface at
the boundary of the two volumetric parts that
would only be explicit following volumetric
image segmentation. Volumetric theories that
posit the representation of a 3-D geometric primi-
tive predict a larger priming effect for primes that
can be readily matched to volumetric parts than for
primes that cannot—even when the former

Figure 1. Illustration of the distinction between visible and occluded surfaces that is exploited in Experiment 1. (a) From a given viewpoint

volumetric image segmentation yields two volumetric components that contain a previously occluded surface at the segmentation point (black)

through volumetric completion. (b) The four prime types used in the study. See text (Experiment 1, Method Section, Stimuli) for details.
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contain occluded surface structure derived from
volumetric completion. That is, occluded surface
structure should contribute to the priming effect.
In contrast, the surface-based representations
model (Leek et al., 2005) predicts a different
pattern. On this account only visible structure is
encoded during perception. Thus priming should
depend only on the degree of match between
visible surfaces in the primes and whole objects.
That is, visible-surface primes should produce a
larger priming effect than occluded-surface
primes.

Method

Participants
A total of 20 adults aged between 18 and 40 years
from the School of Psychology, University of
Wales, Bangor, UK and the Département de
Psychologie, Université de Montréal, Canada,

participated in this experiment for either course
credit or payment of CAN $10. All were naı̈ve as
to the aim of the study and had normal or cor-
rected-to-normal eyesight. None reported any
history of developmental disorders.

Stimuli
The stimuli were 12 rendered novel 3-D solid
objects created using Strata 3D (Strata Corp,
USA). The stimuli are shown in Figure 2.

All objects were coloured in mustard yellow
(RGB 197, 165, 69) in a uniform metal texture
and were rendered using ray tracing at a resolution
of 72 dpi and using antialiasing by super sampling
and pixel averaging at a resolution of 3 � 3 pixels
for each pixel in the final image. Images were ren-
dered with a single illumination source. Whole
objects were drawn and rescaled to fit within a
900 � 900-pixel frame subtending 16.72 degrees
of visual angle from the viewing distance of

Figure 2. Experiment 1. The 12 novel objects used in the test phase (not to scale).
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60 cm. Each whole object was made by combining
two volumetric components at a clearly defined
region of paired concave minima of curvature
(Biederman, 1987; Hoffman & Richards, 1984).
The volumetric components were defined by vari-
ation of the following parameters: curvature of the
main axis, tapering (parallelism), edges (straight
vs. curved), and symmetry of the cross section
(Biederman, 1987). Visual similarity among com-
ponents in the object set varied according to
changes in these parameters. Each volumetric
part could be uniquely specified by a combination
of NAP relations and aspect ratio. All stimuli
shared the same spatial configuration in which
one component was attached to the other by an
“end-on” relation. This ensured that discrimi-
nation among stimuli required attention to the
shapes of the individual components. The stimuli
were depicted from a single three-quarter view-
point that was chosen to maximize visibility of
object structure. The two-component structure
of each stimulus was verified in a pilot study in
which naı̈ve observers (N ¼ 10) indicated the
number of volumes and the segmentation point
between the two volumetric parts. There was
100% agreement for all 12 stimuli about the
number of volumetric parts, and the location of
the volumetric part boundary.

For each object, four part priming stimuli
(n ¼ 48) were created (see Figure 1). These were
divided into two types (see Figure 1): Type 1(i)

visible-surface primes contained a subset of com-
plete spatially adjacent visible object surfaces but
did not form a volumetric component; Type 1(ii)
occluded-surface (volumetric) primes consisted of
a complete volumetric component containing
several spatially adjacent visible surfaces and the
occluded intersecting surface. These were
matched to their corresponding Type 1 visible-
surface primes for the total number of surfaces
shown. Type 2(iii) visible-surface primes con-
tained two visible surfaces from the same volu-
metric part. Type 2(iv) occluded-surface primes
contained one visible and one occluded intersect-
ing surface from the same volumetric part. Type
2 primes served as controls for differences in infor-
mation about the global spatial configuration
between Type 1 occluded-surface (volumetric)
and Type 1 visible-surface primes. Primes were
scaled to fit within a 600 � 600-pixel frame
(maintaining aspect ratio) subtending 11.7
degrees of visual angle from the viewing distance
of 60 cm.

The low-level image properties of the primes
were controlled as these factors might also be
expected to contribute to any observed priming
effects (Leek et al., 2005). Table 1 shows for
each prime condition: (a) The mean amount of
edge contour per prime and (b) the mean
number of L and Y (including arrow junctions)
vertices, along with the total mean number of ver-
tices of all types (L, Y, & T) per prime.

Table 1. Experiment 1: Image properties for the priming stimuli in each condition

Prime type

Edge contour (cm)

Vertex type (N)

L Y Total vertices

M SD M SD M SD M SD

Visible Type 1 30.82 6.99 4.50 1.00 2.67 0.89 7.92 1.24

Type 2 20.36 4.20 3.83 0.39 1.67 0.78 5.50 1.00

Overall 25.58 7.76 4.16 0.81 2.16 0.96 6.70 1.65

Occluded Type 1 26.10 5.00 2.08 1.08 4.75 1.66 6.92 1.31

Type 2 17.54 2.78 3.92 0.29 1.92 0.29 5.92 0.51

Overall 21.58 5.89 3.00 1.21 3.33 1.85 6.41 1.10

Note: Table shows (a) total visible edge contour, (b) mean number of L and Y vertices per prime, and (c) mean number of vertices of

all types (L, Y, T) per prime.
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There were no significant differences in mean
edge contour between Type 1 visible-surface and
Type 1 occluded-surface (volumetric) primes, or
between Type 2 visible-surface and Type 2
occluded-surface primes. There was also no
overall difference in mean edge contour per
prime between visible-surface and occluded-
surface primes collapsing across prime type.
Analyses of the vertices showed that Type 1
visible-surface primes contained significantly
more L vertices than Type 1 occluded-surface
(volumetric) primes (Mann–Whitney U Test,
U ¼ 7.00, Z ¼ 3.75, p , .0001), but there was
no significant difference in L vertices between
Type 2 primes. Overall, visible-surface primes con-
tained significantly more L vertices than did
occluded-surface primes collapsing across prime
type (U ¼ 125.00, Z ¼ 3.36, p , .0007). Type 1
visible-surface primes contained significantly
fewer Y vertices (which included both Y and
arrow junctions) per prime than did Type 1
occluded-surface (volumetric) primes (U ¼ 20.00,
Z ¼ –3.00, p , .002), but there was no difference
between Type 2 primes. Collapsing across prime
type visible-surface primes contained significantly
fewer Y vertices than did occluded-surface primes
(U ¼ 195.00, Z ¼ –1.90, p, .05). There were
very few T vertices per prime in any condition
(M , .03) so separate analyses are not reported.
Instead, the mean total number of vertices per
prime, including L, Y, and T vertices, was calcu-
lated. There was a significantly higher mean
number of total vertices for Type 1 visible-surface
primes than Type 1 occluded-surface (volumetric)
primes (U ¼ 36.5, Z ¼ 2.04, p, .04), but no
difference between Type 2 primes. There was no
overall difference between visible- and occluded-
surface primes collapsing across prime type.

These analyses show that the low-level image
properties were matched for mean edge contour
and all vertex types for Type 2 primes, but differed
for L, Y, and mean total vertices between Type 1
primes. We consider the potential influence of
these differences on the observed priming effects
later.

Several steps were also taken to eliminate low-
level feature overlap between edges in the primes

and whole objects: (a) Whole objects and primes
were aligned in the centre of their respective
frames—so that the locations of edges in the
related primes did not correspond to the pixel
(screen) locations of the same edges in the whole
objects. (b) Whole objects were resized to 150%
to displace feature locations between given edges
in the primes and whole-object stimuli. (c) Four
pattern masks were created consisting of random
segments from all 12 whole-object images.
Masks were presented randomly at four image
plane orientations (0, 90, 180, or 270 degrees).
Masks were 1,024 � 1,024 pixels subtending
18.92 degrees of visual angle from 60 cm.

Design
There were four within-subjects factors in a 2
(response: target, nontarget) � 2 (prime related-
ness: related, unrelated) � 2 (prime surface visi-
bility: visible, occluded) � 2 (prime type: Type 1,
Type 2) design.

The experiment consisted of a learning phase
and a test phase. In the learning phase participants
first memorized six objects. Two groups of partici-
pants were tested. Group 1 memorized six of the
stimuli from the novel object set. Group 2 memor-
ized the other six objects. For each group the
remaining unlearned objects served as nontargets
for the NO response trials in the test phase.
Participants were randomly assigned to each
group. During the learning phase participants
were shown each object from a single viewpoint
for an unlimited duration. The next object was
shown when the participant indicated that she or
he had memorized the shape. Following this, par-
ticipants completed 18 learning trials in which
targets and a further three distractors (not used
in the experimental phase) were each shown
twice. Participants indicated whether or not the
object was a target or distractor. Responses were
made via a key press indicating “Yes” (target) or
“No” (nontarget). A criterion of 80% correct had
to be obtained before participants were allowed
to complete the test phase. The test phase
comprised two identical blocks of trials. In each
block there were a total of 108 trials consisting
of 54 target and 54 nontarget trials. For both
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target and nontarget trials there were 24 related
prime trials, 24 unrelated prime trials, and 6 no-
prime trials. These were included to allow calcu-
lation of priming effects in relation to a neutral
(no-prime) condition. Across blocks there were
12 trials per prime condition, including no-prime
trials (N total ¼ 216). In related trials, the
priming stimulus matched part of the whole
object presented on the same trial. In unrelated
trials, the priming stimulus did not match the
whole object. Primes in the unrelated condition
were randomly paired within each prime category
with one of the 12 whole objects. There were 12
practice trials. Trial order was randomized within
each block.

Procedure
Participants first completed the learning phase. In
the test phase all trials began with a centrally pre-
sented fixation cross lasting 750 ms. After a blank
interstimulus interval (ISI) of 500 ms, a prime (or
no-prime interval) was presented in the centre of
the screen for 250 ms followed by a further blank
ISI of 150 ms and a centrally presented pattern
mask (at 0, 90, 180, or 270 degrees) for 250 ms
and a further blank ISI of 250 ms. Following
this a whole object (either a target or a nontarget)
was presented at the centre of the screen and
remained until the participant responded or a
response deadline of 5,000 ms was exceeded.
Incorrect responses were immediately followed
by an error message displayed in the centre of
the screen. Following the response the screen
was cleared, and a new trial commenced.
Feedback on performance accuracy was provided

for incorrect responses in both learning and test
phases. The experiment lasted 20 minutes.

Results

Trials with response times (RTs) that deviated by
more than +2 standard deviations from the mean
in each condition were removed from the data
(,2.5% of all responses). Error trials, where par-
ticipants gave an incorrect response, were also dis-
carded (4.49% of responses). Overall performance
was highly accurate (see Table 1). Mean percen-
tage error rates across participants were 4.05%
(SE ¼ 1.10%) for related trials and 5.52%
(SE ¼ 1.99%) for unrelated trials. A Friedman
nonparametric analysis of variance (ANOVA)
did not show any significant differences in error
rates across prime conditions, x2(7, N ¼ 20) ¼ 8.48,
ns. There was a significant positive cor-
relation between RTs and error rates; r ¼ .27;
F(1, 158) ¼ 13.16, p , .0003. This indicates that
there was no speed–accuracy trade-off.

Mean RTs were faster for target (YES
response, M ¼ 700.33 ms, SE ¼ 20.75 ms) than
for nontarget trials (NO response, M ¼ 788.19
ms, SE ¼ 26.99 ms), t(19) ¼ –4.02, p , .0007.
The remaining analyses were restricted to target
present (YES response) trials. Table 2 shows the
mean RTs and error rates for target present trials
as a function of prime relatedness, prime surface
visibility, and prime type.

A repeated measures ANOVA was carried out
for target present trials using a 2 (prime related-
ness: related vs. unrelated) � 2 (prime surface visi-
bility: visible vs. occluded) � 2 (prime type: Type 1
vs. Type 2) design. There were significant main

Table 2. Experiment 1: Mean reaction times and percentage error rates for related and unrelated target present trials per prime condition

Prime type

Related Unrelated

M SE % Error SE M SE % Error SE

Visible Type 1 596.26 21.52 6.35 1.55 664.50 21.22 5.42 2.33

Type 2 615.25 21.25 3.17 0.94 676.22 26.08 5.83 1.78

Occluded Type 1 639.58 31.18 3.33 0.95 677.22 23.25 4.17 1.44

Type 2 644.46 29.24 3.33 1.43 654.90 17.08 6.67 2.43

Note: Related and unrelated target present trials: YES response.
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effects of prime relatedness, F(1, 19) ¼ 23.26,
p , .0001, and prime surface visibility, F(1,
19) ¼ 7.88, p, .01. The main effect of prime
type was not significant, and this factor did not
participate in any significant interaction. There
was a significant interaction between prime relat-
edness and prime surface visibility, F(1,
19) ¼ 5.13, p, .03. Separate 2 (prime surface
visibility) � 2 (prime type) repeated measures
ANOVAs showed that for related trials there
was a significant main effect of prime surface visi-
bility, F(1, 19) ¼ 9.14, p , .001, indicating that
mean RTs were faster for visible than for occluded
surface primes. There was no main effect of prime
type and no interaction. For unrelated trials there
were no significant effects indicating that mean
RTs were equivalent across conditions. Planned
contrasts revealed significant differences in mean
RTs between related and unrelated trials for both
types of visible-surface primes—Type 1,
t(19) ¼ 5.57, p , .0001; Type 2, t(19) ¼ 3.58,
p , .001—and Type 1 occluded-surface (volu-
metric) primes, t(19) ¼ 2.40, p , .02, but not for
Type 2 occluded primes, t(19) ¼ 0.49, ns. On the
basis of the latter analysis, the Relatedness �
Surface Visibility interaction is attributed to the
greater RT difference between related and unre-
lated trials (i.e., priming effect) for the visible-
surface primes (M ¼ 64.61 ms, SE ¼ 14.26) than
for the occluded-surface primes (M ¼ 24.04,
SE ¼ 18.34).

Further analyses were conducted on the mean
priming effects (mean unrelated RTs – mean
related RTs) for target present trials across con-
ditions. Mean priming effects per condition are
shown in Figure 3. Overall priming for visible
prime trials was significantly greater than that for
occluded prime trials, t(39) ¼ 2.72, p, .009. A
2 (prime surface visibility) � 2 (prime type)
repeated measures ANOVA showed a significant
main effect of surface visibility, F(1, 19) ¼ 5.13,
p , .03, and no interaction.

Planned contrasts showed that the predicted
difference in priming between Type 1 visible-
surface and Type 1 occluded-surface (volumetric)
primes was significant, t(19) ¼ –4.02, p, .04, as
was the difference between Type 2 visible-surface

and Type 2 occluded-surface primes, t(19) ¼–2.03,
p, .02.

To establish the reliability of the priming effects
and to show that they are not an artefact of the cal-
culation method used, mean priming was also
assessed by subtracting mean RTs for related trials
from mean RTs for targets in the no-prime con-
dition. The same pattern of priming effects as that
above was found. A 2 (surface visibility) � 2
(prime type) repeated measures ANOVA on mean
priming effects for the related minus no-prime
case showed a significant main effect of surface
visibility, F ¼ 9.1, p, .007, and no interaction.
Planned contrasts showed significantly more
priming for Type 1 visible-surface primes over
Type 1 occluded-surface (volumetric) primes,
t(19) ¼ 2.67, p, .005, and for Type 2 visible-
surface over Type 2 occluded-surface primes,
t(19) ¼ 1.92, p, .03.

Analyses of priming effects from low-level image
properties
Further analyses were also undertaken to determine
the influence of low-level image properties of the
primes on the observed pattern of priming effects.
For Type 1 primes, visible-surface and occluded-
surface (volumetric) primes differed in the mean
number of visible L, Y, and T vertices per prime.
However, correlations between the size of the
priming effects and the mean number of L, Y, and
total vertices per prime were not significant
(r2 , 1), F(1, 22) , 0.8, in all cases. In addition,
as noted earlier, Type 2 primes were matched for
mean edge contour and for the mean number of
L, Y, and total vertices, so the difference in this con-
dition between visible-surface and occluded-surface
primes cannot be accounted for in terms of low-level
image differences.

Discussion

The results of Experiment 1 show that priming is
dependent on the match between visible surfaces
in the primes and those in the targets. The data
provide no evidence that occluded intersecting
surfaces derived from volumetric completion con-
tribute to shape priming. This finding appears to
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challenge the predictions of models that posit a
role for 3-D geometric volumes in shape represen-
tation. However, a number of methodological
points must be addressed before the theoretical
implications of these findings can be fully
considered.

First, it might be argued that the priming advan-
tage for visible- over occluded-surface (volumetric)
primes stems from differences between conditions
in prime–target similarity. For example, although
the volumetric parts of each stimulus were uniquely
defined by a variation of four NAP relations and
aspect ratio (Biederman, 1987), the complete volu-
metric segments comprising the Type 1 occluded-
surface (volumetric) primes might have been
more similar to components in both the target
and the nontarget object sets than were the
visible-surface primes. Such a bias would make
occluded-surface primes less predictive of target
identity because a given prime may share volu-
metric shape properties not only with its own
target, but also with several other nontarget items
as well. If so, priming effects in the Type 1
occluded-surface (volumetric) condition might be
lower because unrelated primes, in this condition,
also prime responses to targets, thus reducing the
difference in mean RTs between related and unre-
lated trials. In this case one would also expect to
find differences in mean RTs between visible-
and occluded-surface primes in the unrelated
trials, reflecting greater prime–target/nontarget
similarity in the occluded-surface conditions.
But contrary to this prediction, mean RTs across
unrelated trial conditions were not significantly
different. In addition, this argument cannot
explain the difference between Type 2 visible-
and occluded-surface primes, which did not
contain complete volumetric parts.

Second, another possibility is that the advan-
tage for Type 1 visible-surface primes derives
from some combination of partial priming of a
subset of the elemental shape features of each

volume (e.g., the recoverable NAPs) together
with priming of the spatial relations between the
two inferred volumetric components. For
example, we might assume that the priming of
volumetric parts increases as some function of
the number of visible surfaces (or recoverable
NAPs) in the prime, and that the recovery of
partial shape information about two volumes will
elicit a further gain from priming volumetric con-
figuration. On this summation account the combi-
nation of these two sources of priming (partial
shape plus volumetric configuration) might give
rise to a net effect of facilitation in the Type 1
visible-surface condition (in which both volumes
and their configuration were partially primed)
relative to the Type 1 occluded-surface (volu-
metric) condition (in which an entire single
volume was primed, but not volumetric configur-
ation). This may be unlikely as all of the stimuli
in the object set shared to the same configuration
consisting of an “end-on” relation between the
two putative volumetric components. Thus, volu-
metric spatial configuration was uninformative
about object identity and might not be expected
to contribute to a priming advantage for related
over unrelated trials.1 Even so, in order to
examine this possibility further, and to better
understand the source of the priming effects, we
conducted a second study in which the primes
always contained only two visible surfaces—see
Figure 5(b). In one condition the two surfaces
came from a single volumetric part (same-part
primes). In the other case, primes contained one
surface from each of two connected volumes
(different-part primes). According to the sum-
mation account, priming for the same-part
primes should be less than priming for the differ-
ent-part primes, since the latter will consist of the
summation of partial priming of the shape of each
volume together with the priming of volumetric
spatial configuration. In contrast, the surface-
based representations model (Leek et al., 2005)

1 It should be noted that while Type 2 primes contain two surfaces from the same volume (and consequently neither condition

should elicit partial priming of volumetric configuration), they differ in the number of visible surfaces that are shown. As a conse-

quence, the observed pattern of priming could be consistent with some version of the summation account. We thank an anonymous

reviewer for this observation. Experiment 2 addresses this possibility.

822 THE QUARTERLY JOURNAL OF EXPERIMENTAL PSYCHOLOGY, 2009, 62 (4)

LEEK ET AL.



Figure 3. Experiment 1. Mean reaction times for priming effects across conditions in the target present (YES response) trials. Error bars show

standard error of the mean.
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predicts significant but equivalent priming between
the same-part and different-part primes (that is, no
interaction of prime type). This is because the
surface-based model attributes no special functional
status to information about the spatial configuration
of volumetric parts, and both primes have equival-
ent visible surface information. Additionally, in
Experiment 2, we used a new set of novel stimuli
consisting of contour-based line drawings (rather
than surface rendered shapes) in which the spatial
configuration of the volumetric parts was varied
across items in the stimulus set. This was done
both to test the generality of the previous findings
to a type of contour-based stimulus set that
has been used in previous studies to examine

part-based processing (e.g., Biederman & Cooper,
1991) and also to increase the likelihood that infor-
mation about volume configuration would poten-
tially contribute to the observed priming effects.

EXPERIMENT 2

Method

Participants
The participants were 22 adults (18–44 years old)
recruited from the School of Psychology,
University of Wales, Bangor. All were naı̈ve about
the aim of the study, and all had normal or cor-
rected-to-normal eyesight and reported having no
known history of developmental disorders.

Stimuli
The stimuli consisted of the 12 contour-based
novel objects shown in Figure 4.

Each object was depicted as an opaque white
line drawing with black edges and was drawn to
fit within a 900 � 900-pixel frame, subtending
16.72 degrees of visual angle from a viewing dis-
tance of 60 cm. As in Experiment 1, the objects
were each made by combining two simple volu-
metric components at a clearly defined region of
paired concave minima of curvature—see
Figure 5(a). All of the objects were unique,
sharing no volumetric parts with any other object
in the stimulus set. Volumes were defined by vari-
ation among the same NAP parameters as those
described in Experiment 1. Subjective impressions
of volumetric part structure were confirmed by 20
naı̈ve raters. There was 100% agreement among
raters about the number of volumetric parts per
stimulus and location of the part boundary.
Unlike Experiment 1, stimuli varied in the
spatial configuration of the two volumes. Thus,
configural information was potentially informative
about object identity. For each object two types of
part prime were created—see Figure 5(b): (a)
same-part primes (n ¼ 12), which contained two
spatially adjacent surfaces from the same volu-
metric part; (b) different-part primes (n ¼ 12),
which contained two spatially adjacent surfaces

Figure 4. Experiment 2 (a). Top panel illustrates an image

segmentation point at a volumetric-part boundary along with the

constituent volumetric primitives of a novel 3D object. (b)

Bottom panel shows an example of the corresponding primes for

this object: (i) Same-part primes contained two spatially adjacent

surfaces but no volumetric part boundary; (ii) Different-part

prime contained two spatially adjacent surfaces connected by a

volumetric part boundary.
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with one taken from each volumetric part. Same-
and different-part primes were matched for low-
level feature visual complexity—see Table 3.

There were no significant differences between
same- and different-prime types in terms of total
visible image contour, t(23) ¼ –1.19, ns, number
of L vertices (Mann–Whitney: U ¼ 15.00;
Z ¼ –0.23, ns), number of Y vertices (U ¼ 40.00;
Z ¼ 0, ns), or total number of vertices (U ¼ 40.5;
Z ¼ 0.36, ns). Prime surface area was also
equated between same- and different-part prime

conditions, t(23) ¼ 0.61, ns. All primes were
depicted from the same viewpoint as the whole
object from which they were derived. Primes were
scaled to fit within a 600 � 600-pixel frame sub-
tending 11.7 degrees of visual angle from the
viewing distance of 60 cm. This avoided low-level
contour overlap between the primes and targets.

Design
There were three within-subject factors: response
(target vs. nontarget), prime relatedness (related
vs. unrelated), and prime type (same-part vs.
different-part). The structure was identical to
that of Experiment 1. In the learning phase partici-
pants memorized 6 of the 12 objects. Two groups
of participants were tested. Group 1 memorized 6
of the stimuli from the novel object set. Group 2
memorized the other 6 objects. For each group
the remaining unlearned objects served as nontar-
gets for the no response trials. Participants were
randomly assigned to each group. Learning first
involved copying each object on a blank sheet of
paper as accurately as possible. Participants then
completed a computerized learning task (two
blocks of 36 trials) in which they viewed each of
the 12 stimuli one at a time for a maximum
time of 5,000 ms. The task was to decide whether
the presented object was a previously memorized
target or a distractor. Participants responded
via a key press indicating “yes” (target) or “no”
(nontarget). Responses were counterbalanced for
handedness within each group. A criterion of
80% correct had to be obtained before participants
were allowed to complete the test phase. The test
phase contained 48 yes (target) and 48 no

Figure 5. Experiment 2. The 12 novel objects used in the test phase

(not to scale).

Table 3. Experiment 2: Stimulus properties of primes in each priming condition

Edge contour

No. vertices

(cm) No. surfaces Y L Total

Prime type M SD M SD M SD M SD M SD

Same part 18.1 3.9 2.0 0.0 2.00 0.0 4.10 0.4 6.10 0.4

Different part 19.3 3.3 2.0 0.0 2.17 0.3 5.04 0.9 7.21 1.0
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(nontarget) response trials, each consisting of 24
related prime trials (12 same-part and 12 differ-
ent-part) and 24 unrelated prime trials. In related
trials the priming stimulus matched part of the
whole object presented on the same trial. In unre-
lated trials the priming stimulus did not match the
whole object. For unrelated trials prime–whole-
object pairs were selected on the basis of global
visual similarity in the spatial configuration and
shape of the volumetric components. There were
96 experimental trials in total presented in two
blocks of 48. There were also 12 practice trials.
Trial order was randomized within blocks.

Procedure
Participants first completed the learning phase.
Test phase trials began with a centrally presented
fixation cross (750 ms). Following a blank ISI
(700 ms) a prime was presented in the centre of
the screen. Prime duration was 150 ms. The
prime was replaced by a centrally presented whole
object (ISI ¼ 500 ms), which remained on the
screen until the participant made a key response.
Since both prime and whole-object displays were
centred, and the primes were rescaled (see above),
there was no perceptual overlap in matching con-
tours between primes and whole objects. There
was a response deadline of 5,000 ms. Incorrect
responses were indicated by error message and a
tone. The experiment lasted about 20 minutes.

Results

Trials with RTs that deviated by more than +2
standard deviations from the mean in each con-
dition were removed from the data (,2.5% of all
responses). RTs for trials where participants gave

an incorrect response were also eliminated
(13.07% of all responses). Mean percentage error
rates across participants were 14.2%
(SE ¼ 3.30%) for related trials and 11.93%
(SE ¼ 2.83%) for unrelated trials. A Friedman
nonparametric ANOVA on error frequency was
significant, x2 (3, N ¼ 22) ¼ 17.32, p , .01. This
reflected a higher overall error rate to nontarget
NO response trials (mean percentage
error ¼ 9.13%, SE ¼ 2.17%) than to target YES
response trials (mean percentage error ¼ 4.96%,
SE ¼ 1.42%); Wilcoxon, T ¼ 221.50; Z ¼ 3.88,
p , .0001. There were no significant differences
between conditions within the YES and NO
response categories. There was a significant positive
correlation between RTs and error rates; r ¼ .53;
F(1, 86) ¼ 33.86; p , .0001. This suggests that
there was no speed–accuracy trade-off.

Mean RTs were faster for target (M ¼ 676.59
ms, SE ¼ 27.97 ms) than for nontarget trials
(M ¼ 745.89 ms, SE ¼ 25.45 ms), t(21) ¼ 3.01,
p , .006. The remaining analyses were restricted
to target present (YES response) trials. Table 4
shows the mean RTs and error rates as a function
of prime relatedness and prime type for target
present (YES response) trials.

A repeated measures ANOVA was carried out
using a 2 (relatedness: related vs. unrelated) � 2
(prime type: same-part vs. different-part) design.
There was a significant main effect of relatedness,
F(1, 21) ¼ 14.20, p , .001, but no main effect of
prime type, F(1, 21) ¼ 1.39, ns, and no inter-
action, F(1, 21) ¼ 0.01, ns. This is shown in
Figure 6.

Planned contrasts on target (yes) response data
showed that mean RTs for related same-part
primes were significantly faster than those for

Table 4. Experiment 2: Mean reaction times and percentage error rates for related and unrelated target present trials per prime condition

Prime type

Related Unrelated

M SE % Error SE M SE % Error SE

Same part 691.77 22.84 6.75 1.48 739.29 31.97 4.76 1.58

Different part 677.36 25.90 2.78 1.05 722.89 35.44 5.56 1.56

Note: Reaction times in ms. Related and unrelated target present trials: YES response.
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unrelated same-part primes, t(21) ¼ 3.08,
p , .005, showing a mean priming effect of
47.52 ms (SE ¼ 15.77 ms). Mean RTs for
related different-part primes were also signifi-
cantly faster than those for unrelated different-
part primes, t(21) ¼ 2.87, p , .009, with a mean
priming effect of 45.53 (SE ¼ 16.21).

Discussion

The results of Experiment 2 showed that both
same-part and different-part primes produced sig-
nificant facilitatory priming effects. Critically,
both conditions contained the same number of
visible surfaces, and although the different-part
primes could be used to infer volumetric configur-
ation, the size of the priming effects did not interact
with prime type. That is, same-part and different-
part primes produced equivalent amounts of
priming. It should be noted also that primes in
the two conditions were also precisely matched in

terms of low-level image properties that might be
expected to influence shape priming. This finding
is inconsistent with the version of the summation
account described earlier, which predicted that the
combined partial priming of two volumetric parts,
together with information about volumetric con-
figuration, would be greater than the sum of
partial priming from the visible surfaces of a
single volume alone. In contrast, the pattern of
priming between the two conditions is consistent
with the surface-based representations model,
which predicted that priming should be equivalent
between these conditions since no special functional
status is attributed, on this model, to the volumetric
part boundary and volumetric configuration.
However, before discussing the wider implications
of the data, we consider one other alternative
account of the results. Experiment 2 rules out one
version of the summation account based on the
priming that might be expected from the combi-
nation of partial activation of volumetric shape
and volumetric configuration. However, it does
not address one other possible version of the sum-
mation account, which attributes priming only to
the combination of partial activation of volumetric
shape information alone. On this version, the
equivalent priming between same-part and differ-
ent-part primes in Experiment 2 can be accounted
for by volumetric segmentation theories: In the
same-part condition the two surfaces from a
single volume provide enough information to
derive one complete volume in the whole object,
which facilitates its recognition. In contrast, in the
different-part condition, primes contain visible
surface information from both volumes that
equally facilitates recognition, via summation of
partial shape priming. However, this version
cannot account for the difference in priming
in Experiment 1 between the Type 1 visible-
surface primes, which did contain partial visible
shape information from two volumes, and
occluded-surface (volumetric) primes, which did
not. Thus, neither of the two versions of
the summation hypothesis (partial shape plus
volumetric configuration or partial shape alone)
provides a viable account of the patterns of
priming found across the two studies.

Figure 6. Experiment 2. Mean reaction times for related and

unrelated target present (YES response) trials in the same- and

different-part prime conditions. Bars show standard error of the mean.
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Finally, one might also argue that a genuine effect
of volumetric structure is masked in Experiment 2 as
a result of the apparent perceptual bistability of the
two-surface primes (see Figure 4). In both conditions
the primes could be seen as showing two surfaces
that connect at either a convex or a concave intersec-
tion. Note that only the concave interpretation
would potentially prime information about the volu-
metric configuration. This might be a problem if
there was a perceptual bias towards interpreting
the stimuli as convex rather than concave (as
this might reduce the amount of priming in the
different-part condition from volumetric configur-
ation). Current evidence is unclear about whether
there is a convexity bias in recognition tasks (e.g.,
Bertamini, 2001). However, it is relevant to note
that even if one assumes such a bias during the
processing of the primes this would be inconsistent
with the observed pattern of results across the two
experiments. In the Type 2 primes of Experiment
1 a convexity bias would benefit both the visible-
surface and occluded-surface primes equally. Despite
this, there was significantly more priming in the
visible-surface condition. Thus, a convexity bias
in the interpretation of bistable primes does not
provide a viable explanation for the data across the
two experiments.

We now discuss the wider implications of the
results from both experiments in the General
Discussion.

GENERAL DISCUSSION

The main findings from these two experiments can
be summarized as follows: (a) Experiment 1 showed
that part–whole shape priming is dependent on the
match between visible surfaces in the primes and
those in the targets. (b) Experiment 2 provided
further converging evidence that priming effects
are mediated by visible surface structure. This
study showed that there is no additional information
gain from primes containing visible surfaces that
preserve the spatial configuration of volumetric
parts over primes containing the same number of
visible surfaces from a single volume. These results
provide evidence that 3-D object recognition is

primed by visible surface structure, but not by
occluded shape structure derived from volumetric
completion. This was case when using surface-
rendered volumetric objects (Experiment 1) and
using contour-based line drawings (Experiment 2),
all of which could be readily decomposed into volu-
metric parts at regions of curvature minima
(Hoffman & Richards, 1984).

The data from Experiment 2 show that the
priming effects found in Experiment 1 cannot be
explained in terms of the summation of the partial
priming of volumetric parts and spatial configur-
ation. It is important to note, however, that this
finding does not imply that spatial relations are
not encoded during perception, nor do they under-
mine the potential role of the structural description
as a model for shape representation in human vision
(Winston, 1975). Indeed, there is evidence from
numerous studies for the independent encoding of
shape information and spatial configuration (e.g.,
Arguin & Saumier, 2004). The results do, though,
suggest that volumetric configuration per se may
play no role in shape representation contrary to volu-
metric theories of recognition (e.g., Barr, 1981;
Bergevin & Levine, 1993; Guzman, 1968; Marr &
Nishihara, 1978; Zerroug & Nevatia, 1999). The
data also provide no evidence that occluded inter-
secting surfaces derived by volumetric completion
contribute to shape priming.

More broadly, the data give further support for
nonvolumetric models of 3-D representation (e.g.,
Fan et al., 1989; Faugeras, 1984; Hoffman &
Richards, 1984; Leek et al., 2005; Lowe, 2003).
One such model is the surface-based structural
description (Leek et al., 2005). In this model 3-D
solid objects are represented by planar 2-D
bounded polygonal patches that are used to approxi-
mate object surfaces. This account predicts that
priming should depend on the match between
visible surfaces only and surface configurations of
the primes and targets, without any contribution
from self-occluded volumetric object structure. This
model also provides an alternative account of some
previous studies reporting data from contour-
deletion experiments that have been interpreted
within the context of volumetric shape models (e.g.,
Biederman, 1987; Biederman & Cooper, 1991).
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The current findings suggest that in those studies it is
the deletion of surfaces from objects, rather than
volumetric parts per se, that determine the effects of
feature deletion on recognition performance.

Although the surface-based representations
model of Leek et al. (2005) emphasizes a key role
for surface structure, the data could also potentially
be accounted for by other hypotheses about nonvo-
lumetric image primitives, including 2-D polygonal
elements derived from relations among NAPs
(e.g., Biederman, 1987) or other forms of complex
contour-based parts, such as codons (e.g.,
Hoffman & Richards, 1984). Additionally, it
should be noted that we restricted our examination
of volumetric models to those that explicitly propose
the encoding of 3-D geometric primitives such as
generalized cylinders (and their variants) and super-
quadrics (e.g., Barr, 1981; Bergevin & Levine, 1993;
Guzman, 1968; Marr & Nishihara, 1978). In those
models there is a clear, albeit implicit, assumption
about the geometric completion of 3-D volumes.
It is less clear how the current findings relate to
some other proposals about volumetric primitives
that are based on the symbolic (rather than geo-
metric) descriptions of shape attributes (e.g.,
Biederman, 1987; Hummel & Biederman, 1992).
Further studies will be needed to distinguish
among these different forms of representation.
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